Configuring vSAN on vCenter Server 7 Appliance

In this post, | will show you the steps for configuring vSAN. Here is ESX host details (NIC & Storage). For
each host there are 3 NIC and 3 Hard Disk. Hard Disk with 18GB has vSphere 7 OS and the rest 2 Hard
Disk of 20GB and 5GB are used for vSAN Datastore to configure vSAN.

ESX1

Storage Devices

Eé- Refresh

Name Capacit... Datastore Operational ... Hardware Accelera... Drive T..

Local NECYMWar CD-ROM (mpxvmhba64:CO: Not Consumed Attached Not supported HDD

Local VMware, Disk (mpxvmhba0:C0O:T2:L0) 500 GB E;a vsanDatastore Attached Not supported Flash

Local VMware, Disk (mpxvmhba0:CO:TO:LO) 18.00 GB Not Consumed Attached Not supported Flash

E;a vsanDatastore

Local VMware, Disk (mpxvmhba0:CO:T1:LO)

Physical adapters

2000 GB Attached Not supported Flash

#® Add Networking.. @ Refresh

Device T Actual Speed T Configured Speed h 4 Switch MAC Address

P vmnicO
P vmnicl

vmnic2

Storage Devices

E& Refresh
Name
Local NECVMWar CD-ROM (mpxvmhba64:CO-...
Local VMware, Disk (mpxvmhba0:C0:T2:L0)
Local VMware, Disk (mpxvmhba0:CO:T0:L0)
Local VMware, Disk (mpxvmhba0:CO:T1:.LO)

10 Gbit/s
10 Gbit/s
10 Gbit/s

10 Gbit/s
10 Gbit/s
10 Gbit/s

Capacit... Datastore

& vSwitch0

& DSwitch

Not Consumed

500 GB
18.00 GB
2000 GB

E;a vsanDatastore
Not Consumed

E;a vsanDatastore

Operational ...
Attached
Attached
Attached
Attached

00:0c:29:bd:26:40
00:0c:29-bd-26-4a
00:0c:29bd:26:54

Hardware Accelera...

Not supported HDD

Not supported Flash
Not supported Flash

Not supported Flash

Physical adapters

® Add Networking.. & Refresh

Device T Actual Speed

P vmnicO
P vmnicl

B vmnic2

Storage Devices

gé Refresh
Name
Local NECVMWar CD-ROM (mpxvmhba64:CO-
Local VMware, Disk (mpxvmhbaQ:CO-T2:L0)
Local VMware, Disk (mpxvmhba0:CO:TO:LO)
Local VMware, Disk (mpxvmhba0:CO:T1:LQ)

-
10 Gbit/s
10 Gbit/s
10 Gbit/s

Conflgured Speed v
10 Gbit/s
10 Gbit/s
10 Gbit/s

Capaclt... Datastore

Not Consumed

500 GB
18.00 GB
2000 GB

Not Consumed

Switch

& vSwitchO
& DSwitch

Eéa vsanDatastore

Eéa vsanDatastore

Operatlonal ...
Attached
Attached
Attached
Attached

MAC Address

00:0c:29:cd:83:c8
00:0c:29:cd-83:d2
00:0c:29:cd:83:dc

Hardware Accelera... Drive T...

Not supported HDD

Not supported Flash
Not supported Flash

Not supported Flash

Physical adapters

#® Add Networking.. @ Refresh

Device s 4 Actual Speed
P vmnicO
P vmnicl

P vmnic2

T
10 Gbit/s
10 Gbit/s
10 Gbit/s

Configured Speed h
10 Gbit/s
10 Gbit/s
10 Gbit/s

Switch

& vSwitchO

& DSwitch

MAC Address
00:0c:29:-0F11:1f
00:0c:29:01:11:29
00:0c:29:0f11:33

Drive T...



After finishing vCSA, | created a folder called North America. After that, | created a DataCenter called
Toronto. After that, | created a Cluster called Lab. From the Cluster — | choose Actions — Quickstart to
proceed with vSAN Configuration. Details below...

Go to Cluster — Click Actions

El Lab ACTIONS

Summary Monitor

Services

vSphere DRS

vSphere Availability

Configuration

Quickstart _

Configure Permissions Hosts
Cluster quickstart

1. Cluster basics

No selected se

Recent Tasks

Edit Cluster Settings

Name Lab

Location Toronto
vSphere DRS
vSphere HA

vSAMN

These services will have default settings - these can be changed later in the

Cluster Quickstart workflow.




vm  vSphere Client Menu W Administrator@VSPHERE LOCAL v

1] g 9 [ Lab

VCRAMLAN.CA Summary Monitor Configure Permissions

Updates
Services Cluster quickstart

Sphere DRS

We have collected some common configuration tasks to make it easier to get your cluster up and running. If you prefer to config ur cluster
vSphere Availability

manually, you can choose not to use this automa

Configuration

Quickstart 1. Cluster basics @ 2. Add hosts 3. Configure cluster

Selected services: \dd new and existing hosts to your k settings for vSAN
and customize c|
= vSAN
services, and set up a vSAN datastore.
VM/Host Groups

VM/Host Rules

Filters
Host Options
Host Profile

Trust Authority

Trust Authority Cluster
Alarm itions
Scheduled Tasks
VSAN
Recent Tasks

Add hosts Add new and existing hosts to your cluster

1 Add hosts New hosts (0) Existing hosts (O from 0)

CANCEL

Add hosts

Add new and existing hosts to your cluster

1 Add hosts New hosts (3) Existing hosts (O from Q)

Use the same credentials for all hosts

ESX1.RAMLAN.CA asassaes

ESX3.RAMLAN.CA

ESX4.RAMLAN.CA

CANCEL




Add hosts Host summary

1 Add hosts
Hostname / IP Address ESX Version Model

2 Host summary ESX1.RAMLAN.CA 7.0.0 VMware, Inc. VMware7,1
ESX3.RAMLAN.CA 7.0.0 VMware, Inc. VMware Virtual Platform

ESX4.RAMLAN.CA 7.0.0 VMware, Inc. VMware Virtual Platform

CANCEL BACK

Add hosts Review and finish

1 Add hosts @ Hosts will enter maintenance mode before they are moved to the cluster. You might need to either power off or
migrate powered on and suspended virtual machines.

2 Host summary 3 new hosts will be connected to vCenter Server and moved to this cluster:
ESX1.RAMLAN.CA
ESX3.RAMLAN.CA
ESX4.RAMLAN.CA

3 Ready to complete

CANCEL

vm vSphere Client

[ Lab
Summary Monitor Configure Permissions VMs Datastores Ne ki Updates

Services 1. Cluster basics ) 2. Add hosts ©@ 3. Configure cluster
vSphere DRS
amian vSphere Availability Selected services: Not configured hosts: 3 nfigure n: rk s for vSAN traffic

o jew and customiz er services, and
esx3.ramlar Configuration VSAN

@ esx4.ramian...

r
set up a vSAN datastore
Guickstart

neral

Host Profile

Trust Authority v

ust Authority Clustes

Alarm Definitions

0: 0000000000 00PF

CONFIGURE

Recent Tasks Alarms




Configure cluster Distributed switches
Configure the distributed switches

1 Distributed switches
The wizard configures your cluster networking according to the architecture recommended by the VMware

Validated Designs. You can customize your networking configuration at a later time by manually configuring the

host networking. VMware Validated Designs
Configure networking settings later @

Distributed switches

Number of distributed switches @

Configure the following distributed switches, based on the port group and uplink options you select on this
page. There may be additional port groups created if existing VM networks are migrated to these switches.
VMkernel adapters for management network will be migrated with the physical adapters assigned to distributed

switches.
Name Port Groups Uplinks

DSwitch USE EXISTING 1 o}

Port groups

CANCEL

Configure cluster Storage traffic
Specify the IP addresses for the vSAN traffic
1 Distributed switches
Distributed switch DSwitch
2 Storage traffic Distributed port group name DSwitch-vSAN

Use VLAN (0]

Protocol

IPv4 Configuration

IP type Static IPs ~

Each host is configured automatically based on the input below.

esxlramlan.ca 192.168.0.123 255.255.255.0 AUTOFILL -

esx3.ramlan.ca 192.168.0.124 255.255.255.0

esx4.ramlan.ca 192.168.0.125 255.255.255.0

CANCEL

Configure cluster Advanced options

Customize the cluster settings.

1 Distributed switches
v~ VSAN Options

2 Storage traffic Deployment type Single site cluster ~
3 Advanced options Data-At-Rest Encryption
Deduplication and compression Requires all-flash configuration
Fault domains
Large scale cluster support @
Host Options
Lockdown mode Disabled -

NTP server
Separate servers with commas, e.g. 10.31.21.2, fe00:2800

Host update preference Include upgrades to new ESXi versions

CANCEL




Configure cluster Claim disks

Select disks to contribute to the vSAN datastore.

1 Distributed switches
Claim disks on hosts for cache and capacity. @ Claimed capacity  60.00 GB

Non-empty disks will be deleted. Claimed cache 15.00 GB

2 Storage traffic
Unclaimed storage 0.00 B

3 Advanced options CLAIM DISK FOR Group by: Disk model/size

Disk Model/Serial Number T Claim For Drive Type T Disk Distribution/Host

4 Claim disks v B VMware, VMware Virtual .. Cache tier Flash . 1 disk on 3 hosts
Eg Local VMware, Disk (mpx... Cache tier Flash esxl.ramlan.ca
K Local VMware, Disk (mpx... Cache tier Flash esx3.ramlan.ca
Bg Local VMware, Disk (mpxX... Cache tier Flash esx4.ramlan.ca

v Eg VMware, VMware Virtual .. Capacity tier Flash 1 disk on 3 hosts
g Local VMware, Disk (mpx... Capacity tier Flash esxl.ramlan.ca

ER Local VMware. Disk (MDX... Capacity tier Flash [{ esx3.ramlan.ca

8items

@ Configuration correct.

CANCEL

Configure cluster Proxy settings X

Configure proxy to establish connection to send data for CEIP. vSAN Support Insight requires to allow outbound
1 Distributed switches traffic to hitps.#/vcsa.vmware.com:443/ph/api/* and http.//www.vmware.com:80/*

Configure the Proxy server if your system uses one
2 Storage traffic < i g &

3 Advanced options
4 Claim disks

5 Proxy settings

CANCEL

Configure cluster Review

The cluster uses only one physical network

1 Distributed switches
Storage traffic

2 Storage traffic Configured static IPs for all 3 hosts in IPv4 on VLAN O

Advanced options
3 Advanced options

The cluster is configured with the following options

A EEMGEIEE Lockdown mode is disabled on all hosts

All hosts use NTP server: pool.ntp.org
5 Proxy settings .
Enhanced vMotion Compatibility is disabled

~ Host update preference: Include upgrades to new ESXi versions
6 Review

vSAN Datastore
The cluster has a vSAN datastore configured out of the local disks on each of the 3 host(s)

Claim disks Al flash disk groups
Cache size 15.00 GB
Capacity size 60.00 GB

CANCEL FINISH




vm  vSphere Client

B @

71 VC.RAMLAN.C
[ North America
B8 Toronto
B Lab

B esxiramian.ca

Bl esx3ramian.ca

Bl esxaramian.ca

Recent Tasks

Menu

g @ Lab
Summary Monitor Configure Permissions L Datastores Networks

Services Nice work!

vSphere DRS ur cluster is successfully configured and ready kioads. In the future you
vSphere Availability

1. Cluster basics @ 2. Add hosts

Configuration
Quickstart
Selected services: Hosts: 3
General

= VSAN

VM/Host ¢
VM/Host Rules
VM Overrides
VO Filters
Host Options
Host Profile

Trust Autharity v
Trust Authority Cluster

Administrator@VSPHE

s to your cluster by doin:

3. Configure hosts

00000k P

There are few Alarms for Network, Cluster & Hardware compatibility. | looked at those Alarms —nothing

to worry as they are just information only.

Lab

Summary Monitor

Issues and Alarms
Alll Issues
Triggered Alarms

Performance
Overview
Advanced

Tasks and Events
Tasks
Events

Resource Allocation
CPU
Memory
Storage

Utilization

Storage Overview

Security

VSAN
Skyline Health
Virtual Obijects
Physical Disks

ACTIONS Vv

Configure Permissions Hosts VMs Datastores Networks Updates

Skyline Health (Last checked: 07/29/2020, 9:13:34 AM)
~ 4\ Network

@ | Hosts with connectivity issues

@ | VSAN cluster partition
All hosts have a vSAN vmknic configured
Hosts disconnected from VC

VSAN: Basic (unicast) connectivity check

vMotion: Basic (unicast) connectivity check

@

@

@

@ | VSAN: MTU check (ping with large packet size)
]

@ | vMotion: MTU check (ping with large packet size)
iy

Network latency check

A\ Cluster

A

RETEST

Lab

Summary Monitor

Issues and Alarms
AllIssues
Triggered Alarms

Performance
Overview
Advanced

Tasks and Events
Tasks
Events

Resource Allocation
CPU
Memory
Storage

Utilization

Storage Overview

Security

VSAN
Skyline Health
Virtual Objects

Physical Disks

ACTIONS WV

Configure Permissions Hosts VMs Datastores Networks Updates

Skyline Health (Last checked: 07/29/2020, 9:13:34 AM)
v 4\ Cluster
/\ | Time is synchronized across hosts and VC
Advanced vSAN configuration in sync
VvSAN daemon liveness
VSAN Disk Balance
Resync operations throttling

vCenter state is authoritative

vSphere cluster members match vSAN cluster members
Software version compatibility

Disk format version

(&)
@
(&)
(&)
©
@ | VSAN cluster configuration consistency
@
©
Q
@

vSAN extended configuration in sync




Lab ACTIONS Vv

Summary Monitor

Issues and Alarms
All Issues
Triggered Alarms

Performance
Overview
Advanced

Tasks and Events
Tasks
Events

Resource Allocation
CPU
Memory
Storage

Utilization

Storage Overview

Security

VSAN
Skyline Health
Virtual Objects

Physical Disks

Lab ACTIONS Vv

Summary Monitor

Issues and Alarms
All Issues
Triggered Alarms

Performance
Overview
Advanced

Tasks and Events
Tasks
Events

Resource Allocation
CPU
Memory
Storage

Utilization

Storage Overview

Security

VvSAN
Skyline Health
Virtual Objects

Physical Disks

Lab ACTIONS v

Summary Monitor

Issues and Alarms
All Issues
Triggered Alarms

Performance
Overview
Advanced

Tasks and Events
Tasks
Events

Resource Allocation
CPU
Memory
Storage

Utilization

Storage Overview

Security

VSAN
Skyline Health
Virtual Objects

Physical Disks

Configure Permissions Hosts VMs Datastores Networks

Skyline Health (Last checked: 07/29/2020, 9:13:34 AM)

v A Hardware compatibility

@ | vSAN HCL DB up-to-date

©@ | VSAN HCL DB Auto Update
SCSI controller is VMware certified
Controller is VMware certified for ESXi release
Controller driver is VMware certified
Controller firmware is VMware certified
Controller disk group mode is VMware certified

VSAN firmware version recommendation

v o Online health (Last check: 16 minute(s) ago)

@ | Advisor

Configure Permissions Hosts VMs Datastores Networks

Skyline Health (Last checked: 07/29/2020, 9:13:34 AM)
v 0 Online health (Last check: 16 minute(s) ago)

(@ | Advisor

@ | VSAN Support Insight

©@ | Physical network adapter link speed consistency

(@ | Audit CEIP Collected Data

€ vSAN Build Recommendation

@ | vSAN Build Recommendation Engine Health
(@ | vSAN build recommendation

@ | VSAN release catalog up-to-date

o Physical disk

Configure Permissions Hosts VMs Datastores Networks

Skyline Health (Last checked: 07/29/2020, 9:13:34 AM)

v €9 vSAN Build Recommendation

& | vSAN Build Recommendation Engine Health
(@  VvSAN build recommendation

@ | VSAN release catalog up-to-date

Q Physical disk

Q Data

@ Capacity utilization

@ Performance service

Q Hyperconverged cluster configuration compliance

Updates

Updates

Updates

RETEST

RETEST

RETEST




Under Cluster Lab — Monitor — You can see a lot of details about vSAN Health and others.

Lab
SuUrmirmar iy

Events
Resource Allocation

[ g W

Mermorw

Storage
Litilizaticom:
Storaae

Security

CTapacitw

FPaerformance

Paerforrmance Diagn

Support

Drata Migoratiomn Pre—
CClouwud MNMative Storage

Comntaimner WwWolurmnme

Placement and A b Affe inventory objects:

@& Healthy 1

Placement and Availability Storage Policy VSAN UUID

> management object @& Healthy vSA ult - e771215f-dg

Drive Type Capacity Used Capaci Reserved Capacity Fault Domain
v sx1l.ramlan.ca 20.00G 336.72 MB 44.00 MB
~ [@ Disk group (52153c6e-f.. .00 G 336.72 MB 44.00 MB
B Local VMware, Disk (m... h 5.00 GB 0.00 B Mounted

B Local VMware, Disk (m.. h 20.00 GB 336.72 MB 44.00 MB Mounted

Resyncing objects view displays the status of the objects that are currently being resynchronized in the vSAN cluster.
Overview
Object repair timer: 60 minutes @
This section is automatically refreshed every 10 seconds.
Total resyncing objects 0
Bytes left to resync 0.00B
Total resyncing ETA 0 seconds

Scheduled resyncing None

Object list

Intent: All @ Status: Active @ Show fir

There are no objects in resync.

Name VM Storage Policy Bytes Left to Resync Intent




Proactive Tests

For storage performance test, use HCIBench . HCIBench is a storage performance testing automation tool that simplifies and accelerates customer Proof

of Concept (POC) performance testing in a consistent and controlled way. VM
RUN ASK VMWARE
Name Last Run Result Last Run Time

VM Creation Test (:D

Network Performance Test @

CAPACITY USAGE CAPACITY HISTORY

Capacity Overview

vSAN Community Forum provides support for HCIBench.

2 items

Free space on disks 58.30 GB @

& Used 1.68 GB/59.98 GB (2.8%)

Actually written 1.68 GB (2.8%)

Usable capacity analysis

Use this panel to estimate the effective free space available if you deploy a new workload with the selected storage policy, assuming dedup ratio is

1. @

Change policy to vSAN Default Storage Policy Effective free space with the policy: 29.15 GB

Usage breakdown before dedup and compression

Usage by categories EXPAND ALL

> System usage 1.68 GB (100%)

Total usage
1.68 GB

WM BACKEND

Time Range: LAST SHOWVW RESULTS

Metrics about clusters in the perspective of VM consumption.

oPrs @

System usage

8:35 AM 850 AM

Read 10OPS — Write IOPS

Throughput (@)




11.785 ms

0 ms
8:20 AM 8:35 AM 850 AM

Read Latency — Write Latency

Congestions @ Qutstanding 10 @

850 AM 8:50 AM 9:05 AM

Congestions Ourtstanding 10

OBFUSCATION PERFORMANCE JPPORT

Download or view the translations of sanitized vSphere entities online in

vSAN User and VMware Global Support. Ir

Support Tag 90133150-da5f-4608-90at baf727¢ 2a39

CEIP Enabled

vSphere Client

cPU

Used: 833 MHz

Attribute Value

Recent Tasks

With this we have configured vSAN within the lab.
Thanks

Ram Lan
29 July 2020



